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1 - INTRODUCTION
Wavelength division multiplexing (WDM) technology

exploits the wide communication bandwidth in single mode
optical fibers. It enables each fiber to carry multiple optical
signals, each at different wavelengths. In this way,WDM trans-
forms a fiber into multiple virtual fibers. The technology has
found commercial acceptance for applications where fiber is
precious, such as in long-haul transport or fiber-scarce metro-
politan areas.

Recent work [1, 2, 3, 7, 8, 9, 10, 11, 12, 14] has studied
how WDM can be applied to optical fiber ring networks to
support SONET traffic. Ring topologies are especially rele-
vant because SONET uses it for protection purposes. The
standard bodies have defined three types of SONET self-
healing rings [6]: unidirectional line switched rings (UPSR), and
two- and four-fiber bidirectional line switched rings (BLSR/2 and
BLSR/4), as shown in Figure 1. Each network is composed of
counter-rotating fiber rings with a high data rate, e.g., 10
Gbps for OC-192. The networks support full-duplex lower-
speed SONET connections, e.g., OC-3 at 155 MBps, which
we refer to as the tributary traffic. At each node are SONET
add/drop multiplexers (ADMs), which multiplexes and demulti-
plexes the tributary traffic onto the optical lines using time
division multiplexing (TDM). SONET ADMs are a major cost
item in the network.

With WDM technology, multiple ring networks may be
deployed onto a single set of fibers, with each wavelength
corresponding to a “virtual” SONET ring. Figure 2 shows a
node in a WDM network of two fiber-rings. There are two
SONET ADMs, one per wavelength, each having port-side
interfaces for the tributary traffic. The port-side interfaces
may be connected to terminating points (sources/sinks) of
tributary traffic or cross-connected to each other via
connector cables or digital cross-connect systems (DCS).

Though there is a SONET ADM per wavelength, this
may be unnecessary if a wavelength carries only transit tribu-
tary traffic through the node. In that case, the optical signal at
the wavelength can be passed-through, avoiding an ADM
along with its cost. Note that the cross-connection of ADMs
(either by DCSs or cables) facilitates the grooming of tributary
traffic between wavelengths to avoid ADMs. On the other
hand, such cross-connection may mean more port-side inter-
faces and larger DCSs, which in turn may raise the cost of
ADMs and DCSs.

In this paper, we will review some of the WDM ring archi-
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tectures that support SONET rings [1, 2, 3, 8, 10]. These
architectures minimize cost, of which the primary one is the
number of SONET ADMs. Another cost considered is the
number of wavelengths. However, costs of port-side inter-
faces, optical ADMs, and DCSs are ignored.

The architectures are for dynamic, non-statistical models
of tributary traffic. In general, traffic may arrive and depart at
arbitrary times. Such a traffic model is appropriate when there
are no accurate statistical models. The networks are
nonblocking, i.e, they guarantee no blocking of traffic. Such
networks are considered when the tributary traffic streams are
high-bandwidth, generating significant revenue. Then provi-
sioning of resources is preferable to blocking.

In Section 1.1, we give a brief description of SONET
UPSR and BLSR networks (without WDM), and in Section
1.2, we discuss our network and traffic models. In Sections 2
and 3, we present simple architectures for UPSR and BLSR
WDM networks, respectively. They allow traffic to be cross-

connected. It will be shown that this leads to lower ADM
costs. In Section 4, we give our final remarks.

For the rest of this part of the introduction, we will
discuss related work. Note [7, 9, 11, 12, 14] also present
WDM ring architectures with low SONET ADM costs.
However, the architectures are for static traffic, i.e.,
unchanging with time. Most deal with specific traffic patterns.
The uniform pattern is studied by all. Hot spot traffic,
distance dependent traffic, and general traffic patterns are
considered in [2, 3], [12, 3], and [14], respectively. In addi-
tion, note that though the networks of [1, 8, 10] are for
dynamic traffic, they also apply to static traffic with general
traffic patterns.

We should also note that [1, 2, 3, 7] show that cross-
connecting traffic may lower ADM costs. The network used
to show the cost reduction is the single-hub network,
discussed in Section 2.1. In [2, 3, 7], the traffic is static, while
in [1], the traffic is dynamic.

1.1 - UPSR and BLSR Networks
A UPSR network is shown in Figure 1(a). It is composed

of two counter-rotating fiber rings; referred to as the working
and protection rings. If nodes A and B have a tributary traffic
between them then A and B send their data on the working
ring, and send copies on the protection ring. Thus, if the
traffic is a full-duplex OC-3 connection then it will use 155
Mbps of bandwidth on all fibers in the network. Note that A
(and B) receives two signals, one along each ring. It chooses
the one that is better. In this way, when there is a single link
failure, it can recover by switching to the available signal.

A BLSR/2 network is shown in Figure 1(b). It also has
two counter-rotating fiber rings. Each fiber-pair between two
nodes is considered as a full-duplex link. In this link, half the
bandwidth carries working traffic, and the other half is for
protection. If there is a single link failure, the working traffic
that was carried on the link is looped-back around the ring
using the protection bandwidth of the other links. Figure 1(b)
shows a full-duplex tributary traffic stream, and notice that it
occupies only one side of the ring. Typically, traffic is routed
along shortest paths.

The BLSR/4 network, shown in Figure 1(c), is similar to
BLSR/2 except that there are two pairs of counter-rotating
fiber rings. One pair is used for working traffic and the other
is used for protection.
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1.2 - Network and Traffic Models
We will consider two ring network models, one for WDM

UPSR and the other for WDM BLSR/2 (we ignore BLSR/4
because it is similar to BLSR/2). The number of nodes in a
network is denoted by N, and the nodes are numbered around
the ring 0, 1, ..., N-1 in the clockwise direction. The number
of wavelengths in the network is denoted by W. In a WDM
UPSR network, the linksare half-duplex and go in the clock-
wise direction, and in a WDM BLSR/2 network, the links are
full-duplex. In a WDM UPSR network, each wavelength
corresponds to a UPSR network. In a WDM BLSR/2
network, each wavelength corresponds to a BLSR/2 network.
Thus, a WDM channel in a fiber link corresponds to a “virtual
link” in a SONET ring network.

Each node has a collection of SONET ADMs corre-
sponding to different wavelengths. There is also an optical
ADM (OADM) which is used to add/drop wavelengths to the
SONET ADMs.The OADM is assumed to be static (i.e., the
wavelengths that are added/dropped are fixed). Recall, that
port-side interface, OADM, and DCS costs are ignored. This
is reasonable if the costs are proportional with the number of
ADMs since they can be “absorbed” into the costs of the
ADMs. This is also reasonable for DCS costs, if cross-
connecting of tributary traffic is done manually with cables.
Since OADM costs are ignored, any reference to an ADM will
assume a SONET ADM.

To simplify the discussion, we assume the tributary traffic
streams all have the same rate (e.g., all at OC-3).The number
of traffic streams that may be multiplexed into a wavelength is
indicated by a parameter g (for granularity). For example, if a
wavelength carries data at the OC-48 rate (2.5 Gbps) and the
tributary traffic streams are OC-3 (155 Mbps) then g = 16
because OC-48 rate = 16 x OC-3 rate. In the case of UPSR,
the tributary traffic and WDM channels are considered unidi-
rectional. However, the traffic is assumed to be symmetric so
that for any pair of nodes A and B, if there are c unidirectional
streams from A to B then there are c unidirectional streams
from B to A.These unidirectional streams are paired to form c
full duplex streams between the nodes. The number of unidi-
rectional tributary traffic streams that can be multiplexed into
a WDM channel is g. In the case of BLSR/2, tributary traffic
and WDM channels are considered bidirectional, i.e., full-
duplex. Actually, these bidirectional traffic streams and WDM
channels are composed of two unidirectional ones in opposite
directions. The number of full-duplex tributary traffic streams
that can be multiplexed into a full-duplex WDM channel is g/2
because 50% of the bandwidth is reserved for protection.
Notice that the tributary traffic provides full-duplex communi-
cation between end nodes.

The traffic is dynamic, i.e., traffic may arrive and termi-
nate at arbitrary times. A special case of dynamic traffic is
incremental traffic, where traffic streams never terminate. This
models high-bandwidth connections that are unlikely to
terminate in the near future.

The traffic is parameterized by integer values { t(i)} for the
nodes i.The value t(i) is the maximum number of full-duplex
tributary streams that may terminate at node i.We refer to this
as the node traffic constraint.The { t(i)} parameters indicate the
number of ADMs required at a node, where larger t(i) means
less possible transit traffic and more required ADMs.

The network architectures for dynamic traffic described
in the following sections will be nonblocking, i.e., an arriving
traffic is never blocked.The traffic is always assumed to satisfy
the node traffic constraint. A network will be referred to as
rearrangeably nonblocking if it can always accommodate new
tributary traffic and it is allowed to rearrange existing tribu-
tary traffic. It will be referred to as wide sense nonblocking if it
can always accommodate new tributary traffic without
disturbing existing tributary traffic, provided that the traffic
set up according to some algorithm. It is assumed that any
mechanism that cross-connects traffic at a node (whether
manually or DCS) is wide-sense nonblocking. Notice that the
{ t(i)} parameters provide lower bounds on the number of
ADMs to ensure no blocking. In particular, node i requires at
least  t(i)/g ADMs.

Wide-sense nonblocking is the more practical scenario
today because many real systems will not disturb an existing
communication connection and risk disruption of service.
However, rearrangeably nonblocking leads to lower cost and
resources. In addition, rearrangeable systems may be accept-
able for Internet traffic, which has less stringent requirements
for quality of service.

2 - WDM UPSR NETWORKS
We will consider two kinds of WDM UPSR networks.

First, we consider those that do not have any constraints
on W. A simple architecture will be given called the single-hub
network. It has a small number of ADMs. Then we will
consider networks that have W = Wmin, where Wmin is the
minimum number of required wavelengths.

2.1 - Unlimited W 
The single-hub network is shown in Figure 3. This is a

wide-sense nonblocking network that has been well studied in
[1, 2, 3, 7, 8, 9]. It has one hub node, which is node 0 in the
figure. The hub has an ADM on every wavelength, and cross-
connects tributary traffic between nodes. The other nodes,
i.e., the non-hubs, send their tributary traffic to the hub, where
the traffic is possibly cross-connected, and finally forwarded
to its destination. Each node i reserves bandwidth to accom-
modate its possible t(i) traffic. A simplifying special case is for
each node i to have t(i) be a multiple of g. Then each node i
has t(i)/g wavelengths dedicated to it, and has an ADM at each
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of its wavelengths.The general case when t(i) is not necessarily
a multiple of g is considered in [3, 9]. Then the problem of
minimizing the number of ADMs is NP-Complete [3, 9].

Figure 4 shows the number of ADMs per node for the
single-hub network when g = 16 and t(i) = N-1 for all nodes i.
The figure also has a couple of lower bounds, labeled LBno-cc

and LBcc. Both of these bounds were designed for static
uniform traffic, where each pair of nodes has the same number
of tributary traffic streams between them. They also apply to
nonblocking networks as long as the { t(i)} are at least the
number of traffic streams terminating at the nodes.

LBcc is valid if traffic is allowed to be cross-connected at
nodes, and LBno-cc is valid if traffic is disallowed from cross-
connecting. As expected LBcc is smaller than LBno-cc. Single-
hub is below LBno-cc for most instances of N. This means that
it has a smaller number of ADMs than any WDM UPSR
network that disallows traffic from being cross-connected.
Therefore, cross-connecting traffic can lower ADM costs, and
in some cases by a significant amount. For example, when N
= 16, the single-hub network has 63% of the ADMs than the
lower bound LBno-cc. Also note that the single-hub can be very
efficient. For example, when N = 16, it has nearly the same
number of ADMs as the lower bound LBcc.

It is unclear how tight the lower bound LBno-cc is.Thus, in
the figure we provide the number of ADMs of a network that
efficiently uses ADMs but disallows traffic from being cross-
connected [2, 3]. This network is designed for static uniform
traffic. It efficiently uses ADMs by partitioning the nodes into
groups, and have pairs of groups share wavelengths to
communicate. We refer to this network as the Grouped archi-
tecture. Notice that the single-hub ADM costs can be signifi-
cantly less than the Grouped architecture. For N = 16, it can
have less than half the cost. In addition, the single-hub
network is nonblocking for dynamic traffic, while the

Grouped architecture is designed for static traffic.
Finally, we should mention that the single-hub network

has also been proposed for another kind of traffic where all
tributary traffic is to be connected to the hub node. This can
model a local access network, where the hub is the access
point to a backbone network [2, 3]. It can also model the case
where one node is a hot spot for traffic [1].

2.2 - Limited W
The single-hub network has a small number of ADMs,

but can have a large number of wavelengths.To illustrate this,
consider the following simple lower bound on the number of
required wavelengths in a WDM UPSR network:

Wmin = g -1Σ
i

t(i)/2}   (1)

This bound follows from the observation that each full-
duplex tributary traffic stream between two nodes takes up
bandwidth around the entire ring. Since the total number of
tributary traffic streams is Σ i t(i)/2 , and g of them can fit in
each wavelength, Wmin is a lower bound. Getting rid of the
“floors” and “ceilings”, Wmin is approximately Σi t(i)/2g. This
is about half of Σi ≠ 0 t(i)/g, which is the number of wavelengths
in a single-hub network if { t(i)} are multiples of g.

A network that has Wmin wavelengths and efficiently uses
ADMs is the incremental network described in [8, 10]. It is
rearrangeably nonblocking. (It is also wide-sense nonblocking
for incremental traffic.) A simple version of this network is
when even nodes have ADMs on all Wmin wavelengths, while
odd nodes i have ADMs on  t(i)/g wavelengths. Therefore,
around the ring, nodes alternate between having the
maximum and minimum numbers of ADMs. Figure 5 shows
an example when t(i)__

g = 1 for all nodes i.
Figure 6 shows the average number of ADMs per node

for the simplified incremental network for different N, when g
= 16, and for all nodes i, t(i)=2(N-1). Also in the figure are
two lower bounds, LBre,no-cc and LBws,no-cc, from [1]. The
bounds are for nonblocking networks that disallow cross-
connected traffic and use Wmin wavelengths. LBre,no-cc is for
rearrangeably nonblocking networks, and LBws,no-cc is for wide-
sense nonblocking networks. Note that the number of ADMs
for the incremental network is smaller than both bounds
which means that cross-connecting traffic can lower ADM
costs. For example, when N = 16, the reduction is by 17%
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from LBre,no-cc. Also note that LBre,no-cc can be significantly
lower than LBws,no-cc, indicating that rearrangeably
nonblocking networks can have much lower costs than those
that are wide sense nonblocking.

The figure also has the number of ADMs for the single-
hub network. The single-hub network has a considerably
lower number of ADMs compared to the lower bounds or the
incremental network. However, recall that the single-hub
network uses approximately twice as many wavelengths.

Finally, we should note that [1] describes nonblocking
WDM UPSR networks with Wmin wavelengths when traffic is
not cross-connected. They are for the case when t(i) is
constant over all nodes i. Design algorithms were provided
that determine where to remove ADMs and still keep the
network rearrangeably nonblocking.

3 - WDM BLSR/2 NETWORKS
In this section, we consider WDM BLSR/2 networks. As

in the previous section, we will consider those without
constraints on wavelengths and those that use minimal
numbers of wavelengths. We will compare the ADM require-
ments with those for UPSR.

3.1 - Unlimited W
The single-hub network architecture can be employed in

WDM BLSR/2 networks. It is wide-sense nonblocking. It has
a hub node, say node 0, and all other nodes connect their
traffic streams through it. Note that each wavelength can
support g full-duplex tributary traffic streams from a node,
just as in WDM UPSR networks. Thus, it requires about the
same number of wavelengths and ADMs as a single-hub
WDM UPSR network. At present, we do not know of any
other architecture that is nonblocking and has a smaller
number of ADMs.

The advantage BLSR/2 has over UPSR is that tributary
traffic may be routed on either side of the ring. Efficient
routing typically leads to a lowering of the bandwidth require-
ments. This is true, as we shall see in the next section.

3.2 - Limited W
In this section, we will consider a network architecture

that has approximately the same number of ADMs as a single-
hub network. However, it requires much less numbers of
wavelengths.The network is the double-hub network [8]. It has
two hub nodes and, without loss of generality, let them be
nodes 0 and h, for some h. Each hub has ADMs on every
wavelength. Each node has its tributary traffic go directly to
the hubs. An example of a double-hub network is shown in
Figure 7.

It is assumed that for each node i, t(i) is a multiple of 4.
Nodes 0, 1,..., h-1 will be referred to as side 1 of the ring, and
the rest of the nodes will be referred to as side 2. Hub 0 is part
of side 1, and hub h is part of side 2. Each non-hub node i
reserves bandwidth on its side of the ring to accommodate a
possible t(i)/2 traffic to each hub. Each hub node i reserves
bandwidth on its side of the ring to accommodate a possible
t(i)/2 traffic to the other hub. A simplifying special case is
when, for each node i, t(i) is a multiple of g. (The general case
when t(i) is not necessarily a multiple of g is discussed in [8].)
Then node i has t(i)/g wavelengths dedicated to it on its side
of the ring, and it has an ADM on each of its wavelengths.The
number of wavelengths in the network is 
Wdbl = max {Σ h-1

i=0 t(i)/g, ΣN-1
i=h t(i)/g}, and the number of ADMs

is 2Wdbl + Σi≠0,h t(i)/g. Notice that the hub nodes can be
selected to optimize the number of wavelengths and ADMs. If
the t(i) values are the same, the hubs should be chosen to be
at opposite ends of the ring.

The network has been shown to be rearrangeably
nonblocking [8].This follows from the observation that it can
operate as a three-stage Clos network, which is rearrangeably
nonblocking [4, 13].

Figures 8 and 9 show the numbers of wavelengths and
ADMs per node, respectively, required by the double-hub
network when g = 16 and for each node i, t(i) = 2(N-1).They
are labeled Double-blsr in the figures. Notice that whenever N
is even, t(i) is not a multiple of 4, which is required by the
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network.Thus, when N is even, the actual value of t(i) used to
compute the wavelength and ADM requirements for the
network is a slightly larger value of 2N.

Figure 8 compares the number of wavelengths in the
double-hub network with two lower bounds, LBblsr and LBupsr.
LBblsr is for BLSR/2 networks that allow cross-connected
traffic. It follows from a worst case traffic where nodes
communicate only with nodes that are directly opposite on the
ring, making each stream traverse N/2 links. Since there are
N(N-1) traffic streams, the average number of traffic streams
over a link is N/2 (N-1). Since there are at most g/2 streams
in a wavelength, the lower bound is  N/2 2(N-1)____

g  .
LBupsr is for WDM UPSR networks that allow cross-

connected traffic. It is the same as Wmin in Subsection 2.2.
This bound does not apply to the double-hub network, which
is a BLSR/2 network. However, it is in the figure to compare
the double-hub with WDM UPSR networks.

Both lower bounds have about the same values, though
LBblsr can sometimes be a little lower. The double-hub
network requires a few more wavelengths than the lower
bounds, and sometimes has the minimum number of wave-
lengths, such as when N is 8 and 12.

Figure 9 shows the average number of ADMs per node
for the double-hub network. Also shown in the figure are the
ADM costs for the single-hub WDM UPSR network, labeled
Single-upsr. Note that the double-hub network has about the
same ADM cost as the single-hub WDM UPSR, which is
fairly minimal. The figure also has a lower bound for WDM
UPSR and it is labeled LBre,no-cc,upsr. This bound is from [1]
and applies to rearrangeably nonblocking WDM UPSR
networks that disallow cross-connected traffic and use
minimum wavelengths. In other words, it is the bound LBre,no-cc

in Section 2.2. Notice that the ADM costs for LBre,no-cc,upsr is
much higher than double-hub.This implies that BLSR/2 tech-

nology and cross-connecting traffic can decrease ADM costs
considerably while keeping wavelength requirements minimal.
For instance, when N = 16, the double-hub network has 37%
of the ADMs of LBre,no-cc,upsr, while requiring only one addi-
tional wavelength over LBupsr (a less than 7% increase). In the
case of N = 12, the double-hub has 52% of the ADMs of
LBre,no-cc,upsr and the same number of wavelengths as LBupsr .

4 - FINAL REMARKS
We considered nonblocking WDM UPSR and BLSR

networks that have a minimal number of ADMs and allow
traffic to be cross-connected. These are the single-hub,
double-hub, and incremental networks. The cross-connection
allows the single-hub and incremental networks to have ADM
costs that are lower than any WDM UPSR network that disal-
lows cross-connection.

If wavelengths are plentiful then the single-hub network
leads to a low number of ADMs for both UPSR and BLSR. It
is also wide-sense nonblocking, which makes it more prac-
tical. However, it uses a lot of wavelengths, about twice the
minimum.

For UPSR, the incremental network uses the minimum
number of wavelengths. It is rearrangeably nonblocking. It is
also wide-sense nonblocking for incremental traffic.Thus, it is
closer to being practical than if it were only rearrangeably
nonblocking. Unfortunately, it has many more ADMs than
single-hub, though it has less ADMs than networks that
disallow traffic cross-connection. For BLSR, the double-hub
network demonstrates that BLSR technology can be better
than UPSR. The number of its wavelengths is at or near the
minimum number of wavelengths for any WDM UPSR
network, and its ADM cost is close to the single-hub network.

An interesting open problem is to find wide-sense
nonblocking networks that have a minimal number of wave-
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lengths and small ADM costs. Lower bounds in [1] indicate
that WDM UPSR, wide-sense nonblocking networks have
inherent high ADM costs. However, the bounds assume no
traffic cross-connection. Hence, it would be interesting if effi-
cient networks result from traffic being cross-connected.
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